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Optimal Stopping Problem at Study
Sequentially hire and fire candidates who arrive at random times.

Feature:

e Random arrival times of candidates or opportunities
e T'wo interwoven sequences of stopping times

e Infinite time horizon

Application:

e Similar to the ‘secretary problem’ but with hiring and firing options
e Job search problem with accepting and quitting options

e Investment and de-investment problem with repeat opportunities



One Candidate

e Candidate process Y; is an R-valued Ito diffusion process on the filtered
probability space (2, F, (F )0, P*"):

dY; = p(Yy)dt + o(Y;)dB;, Vt > s,
with initial distribution
P"(Yy e F)=v(F), VF € B(R) (Borel sigma-algebra on R).

Note that P®Y is the family of probability measures accompanying the
strong Markov family Y; with initial value y such that

P (F) = /R PY(F)u(dy), VF € F.

e Choose optimal hiring time 7 and firing time (:

¢
( / e " f(Y)dt +e TN (Y;) + e K (YO) H{T<<}] ,

where s = 0, Y, = y and
T = {(r,¢) : 7 and ¢ are P"-as. finite stopping times such that 7 < ¢}.

v(y) = sup E"Y
(1,0)eT




Multiple Candidates

e Raw processes Y, are i.i.d. with dynamics given by
dY! = w(Y)dt +o(Y)dB;, Vt>s, i=0,1,2,..,
and initial distribution v
P (Y€ F)=v(F), VFecBR), i=012,..
e Waiting times sq, So, ... 18 a sequence of i.i.d. random variables whose
moment generating function exist
X(u) = Ele”™] <00, i=1,2,...
e Decision times are
S =A{(7,¢): (1;,() are a.s. finite stopping times such that
0<Tm <G <n<G<THh<n<..}, whereT;=(_+s;.
e Candidate processes are
Z0=Y0 (Y0 =y
Zi=Yloby!, t>T, i=12,..,
where 6, is the shift operator, i.e.,
dZ! = (Z)dt + o(Z})dB;, ¥t >T,.
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Infinite Horizon Optimal Stopping Problem

Main problem:

v(y) =

0 Gi , . .
sup EY Z / e_rtf(Zf)dt+e_”’iN(Z%)+6_T<iK(Z&) Lircca| -
(7i,G)ES i=0 Ti

Viewed as a restarting problem:

v(y) = sup EY
(1,0))eT

( /C e F(Y))dt + e TN(Y;) + e K (Yd) lir<q)
+6TCX(7“)/RU($)V(‘Z$>]'

Here

e " x(r) /Rv(x)u(daz) = FEY [e_rTlv(Z%l)} .
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A Little History

Standard optimal stopping problem:

v(y) = sup EY

¢
/ e F(Y)dt + e K (Y))
¢ 0

Joint work with Masahiko Egami (2008):

v(y) = sup &

(<t

¢ T .
/ e " f(Yy)dt +e K (Y;) — / ce”"dt + e”Xﬁ]
0 0

Current problem:

v(y) = sup £

7<(

q
</ e f(Yo)dt + e TN(Y;) + e“m@) Ir<q)

ey (r) /R v(:v)y(dx)]
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Simple Brownian Model with Linear Benefit /Cost

o Let u(-) =0, o(-) = 1, then Yy = B, is a standard Brownian motion
starting at y.

e The benefit and cost functions are assumed to be linear:
f(x) =ax, N(x) = cx, K(x) = bx.

e Assume that the constants satisty a — br > 0,a +cr > 0,6+ ¢ > 0.

e One candidate problem:

q
(/ e "aB,dt + e "TcB, + eTCbB<> H{T<§}] .

e Associate to a pair of Markov decision problems sequentially;,

v(y) = sup E
(1,0)eT

u(y) = sup £
¢

v(y) = sup E%Y [(e_”cBT + e_rTu(BT)> ]I{g*>0}} :

)

¢
/ e "taB,dt + e_TCbBC
0

where (* is the optimal stopping time for achieving value function u(y).



Solution to One Candidate Problem

The solution to the value function

¢
u(y) = sup B / e "aBdt + e " bB;
0

¢

is standard to compute. When a — br > 0,

(y) ty+ (b= ) Le WV fory > L,
Uu —
Y by, for y < L™,
where L* = —#. The continuation region is

C. = (L",00)

and the optimal stopping time is the first exit time of the continuation region



Solution to One Candidate Problem Continued

The solution to the value function

v(y) =sup B’ [(e ""eB: + e u(B;)) Ligan]

where
Sy + (b — %) L*e_(y_L*)@, for y > L*:
uly) = {by, for y < L™,
1S
(c+£)u+ (b= 8) L, ory > 0

v(y) = ((c+ %) U+ (b _ %) L*e—(U*_L*)\/Q_T) e~ U =yV2r o y < U,

where U™ is the solution to
2 (b= 2) eV — (42 (VarU - 1),
r r
when a +cr > 0,0+ ¢ > 0. The pair of optimal stopping time is thus
(7%, (" 0 0,+), where

™ =inf{t: B, >U"}, (Tob-=if{t>7": B <L}



Solution to Multiple Candidate Problem

e Multiple candidate problem:

¢
v(y) = sup BY (/ e "aBydt + e ""cB, + 67(ng> Iircr

(1,0)eT

ey (r) /R v(:c)u(dat)] .

e Associate to a pair of Markov decision problems sequentially,

G
u(y) = sup B / e "aBydt + e "bB; + e " x(r) / v(az)y(dx)] ,
G 0 R

v(y) = sup EVY :(e_”cBT + e_”u(BT)) Licssoy

+ <e”><(r) /R U(x)y(daj)> ]I{C*_O}] .
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Solution to Multiple Candidate Problem

L*,U*)

If there exist unique solutions (L*, U*, m to equations

m U sinh((U — L)V2r) = v — B~ =DV,
mPY cosh((U — L)V2r) = yV2rU + e V- nvar
| = ®(1) = M (L, U) = cosh((U - )@)W( 0)]
= V20 (U) + BV T(U),

= (E-b). 7= (40),

O(L) = v(dz), U(U)= wv(dz), T(U)= / e V2 y(d),
(—o0,L] ( ) [U,00) U oo() )

_ f(L ) Sinh (U—x)v2r)v(dz) I f(L ) sinh (z—L)v2r)v(dz)

M <L7 U) o smh((U L)@) ’ M <L’ U> smh((U—L)@) ’
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Solution to Multiple Candidate Problem Continued

then the value functions are

oo (%y + Be~W=TIVer - for y > 1"
u (y) = s LU "
\by +m~ Y, for y < I,
(’mL*’U*, for y < L*;
x I* (p7+\] sinh((y—=L*)v2r)
UL*’U*<y> — [CU T u <U ﬂ sinh((U*—L*)y/2r) Jo
R L*,U* sinh((U*—y)v2r) * o
+m S (U L)V’ for L* <y < U
(&4 )y + peTv fory > U,

and the Markov decision are made through
e continuation region: C, = (L*, U™*),
e hiring region: H, = [U*, 00),
e firing region: F, = (—oo, L7,
e continuation region: C, = (I*, 00),

e firing region: F,, = (—oo, I*].
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General Optimality Theorem

Theorem 1 (Variational Inequality) Suppose there exist adapted and continuous
stochastic processes (U )i=s and (V;"Y);>s for which the following conditions hold for
all y € R:

a. e UMY > ft e " f(Yy)du + e K (Y;) + e x(r) [ Vi v(dz), Yt > s, PSY—a.s.,
b. e U is a uniformly integrable supermartingale, and

c. there exists a stopping times (* € R, such that

C*
vz =B | [ et e TR (V) e ) [ V(’O’Z”(dz)];
s R

d. e "V > e IN(Y;) + e U Wt > 0, PYY—q.s.
e. V'V > x(r fRVOOZ (dz), Vt >0, P"—a.s.
f. 6_”‘/; 718 a uniformly integrable supermartingale, and

g. there exists a stopping times 7™ € Ry such that
%O,y — E’Oa?/ [(e_rT*N(ifT*) —r7- UT Y*) H{T <C*} 4 ( ¥ (T) / ‘/OO’ZV(CZZ)) H{T*C*}] ’
R

where C* € R+ is the optimal stopping time for achieving UT* Y™ in condition (c). If
N(y)+ U < x(r) [ Vi v(dz) for ally € R, then let 7™ = * =0 and v(y) = 0 is the
optimal value function. Otherwise V is the optimal value function, and (7%,(*) is
a pair of optimal stopping times.
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Corollary 2 (Least Superharmonic Majorant) Suppose that u: R — R and v :
R — R are continuous functz’ans that jointly satisfy the conditions

h. u(z) > (r) Jpv(z , Vo €R,
i. e "u(Y;) + fo _mf )du IS @ Poy uniformly integrable supermartingale for all
y € R, and

j.- for each y € R there exists a stopping time C* € Ry such that

c*
u(y) = B% /0 e " f(Yy)du+ e ¢ K(YC*)—i—eTg*x(fr)/Rv(x)V(dx)] :

k. v(z) > max {u(z)+ N(z), x(r) [yv(z)v(dz)}, Vz € R,
l. e "w(Y;) is a PV umformly mtegmble supermartmgale for all y € R, and

m. for each y € R there exists a stopping time 7 € Ry such that

0(p) = B0 | (¢ NIY) 4 7)) ey + (77 x00) [ olomtd) ) By,

where (* € T« is the solution to (j) for u(Yy+), i.e.,

*

/ Uf(Yy)du 4 e K(Ye) + e TC*X("“)/

0 R

’UJ(YYT*) _ E07YT*

v(a:)y(dx)] :

If u(zx) + (r) [pv(z)v(dz) for all x € R, then let 7 = (* = 0 and v(y) = 0
18 the Optzmal fualue functzon Otherwzse, the optimal value function v(y) is a positive
function, and (7*,(* 0 0,+) is a pair of optimal stopping times.
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Corollary 3 (Variational Inequality with Smooth Pasting) Supposeu:R — R andv:R — R
satisfies

1.ueCHR) and v € Cl(R)

2. u(r) > K(z (r) [gv(z , Vo e R,
Now deﬁne the contmuatwn regzon as C, = {a;‘ E R : ( ) > K (r) Jgv(z)v(dz)} and the
firing region as F, = {:1: eR : u(z) = K(x)+ x(r) [z vl
3. v(z) > max {u(x) + N(z), x(r) [z v(z dz}V:UE]R
Now define the contmuatwn regzon as
Co={z €R : v(z) > max {u(z) + N(z), x(r) [pv(z)v(dz)}},

» x(
the hiring region as M, —{a:GR v(x) = u(x )—i—N( )}
and the firing region as F, = {x € R : v(z) = x(r) [pv(z)v(d2)},

4. Y; spends zero local time on 0C, U JC, a.s.: Eo’y fooo Toc, (Yy)dt] = 0 and Eo’y[fooo Toc, (Yz)dt] = 0,
Vy € R,

5. 0C, U OC, is a Lipschitz surface,

6. u € C*(R\OC,) and the second order derivative of u is locally bounded near 0C,, and v € C*(R\9C,)
and the second order deriwative of v is locally bounded near 0C,,

7 Lu+ f <0 onF,, and Lu+ f =0 on C,, Lv <0 on H,UF,, and Lv =0 on C,,
Now define (* =inf{t >0:Y; ¢ C,} and 7" =inf{t > 0:Y; ¢ C,},

8. (* < oo and 7" < 0o, P"—a.s.,

9. the family {u(Y) : ¢ is a stopping time such that ¢ < (*} is uniformly integrable, and the family
{v(Y;): T is a stoppz'ng time such that T < 7°} is uniformly integrable, Vy € R,

If u(x) + N(z (r) [pv(z)v(dz) for all x € R, then let 75 = ¢* = 0 and v(y) = 0 is the optimal
value functzon Otherwzse the Optzmal value function v(y) is a positive function, and (7*,(* 00.+) is a
pair of optimal stopping times.
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Future Work

e New candidates arrive at random times s1, s; + So, ... where s; are i.i.d.
random variables. The arrival of the new candidate can immediately af-
fect the decision about the current candidate.

e [Limit the model to finite number of candidates.

e Impose an exponentially distributed final time for all operations.

e A random number of candidates arrives simultaneously, but only one can-
didate will be under consideration.

e At any given time, up to a fixed number of candidates can be under
consideration.
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